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Abstract. Causal reasoning has garnered much attention in the AI re-
search community, resulting in an influx of causality-based AI methods
in recent years. We believe that this sudden rise of Causal AI has led to
many publications that primarily evaluate their proposed algorithms in
specifically designed experimental setups. Hence, comparisons between
different causal methods, as well as existing state-of-the-art non-causal
approaches, become increasingly more difficult. To make Causal AI more
accessible and to facilitate comparisons to non-causal methods, we an-
alyze the use of real-world datasets and existing causal inference tools
within relevant publications. Furthermore, we support our hypothesis
by outlining well-established tools for benchmarking different trustwor-
thy aspects of AI models (interpretability, fairness, robustness, privacy,
and safety) healthcare tools and how these systems are not prevalent in
respective Causal AI publications.
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1 Introduction

Modern Artificial Intelligence (AI) systems tend to demonstrate a limited under-
standing of the relationship between causes and effects intrinsic to their working
environment [5]. Understanding such relations is quintessential to our ability
to effortlessly adapt and interact with our world [2]. Hence, it is reasonable to
assume that AI systems would benefit from the ability to reason about causal
effects within their domain. The idea of utilizing concepts of Causality – the
science of reasoning about causes and effects – to enhance AI systems has its
origins in Judea Pearl’s seminal paper [4] back from 1995. Ever since then, con-
tinuous contributions by prominent AI researchers like Bernhard Schölkopf or
Yoshua Bengio (see, e.g., [7]) have significantly increased the popularity of this
research area. The recent rise of Causal AI is well-documented by several sur-
veys (e.g., [1, 3]), including its utility within the healthcare domain (e.g., [1, 6,
8]). The authors of [3] – a pervasive review of existing Causal Machine Learning
(ML) methods – observed several issues that complicate the evaluation of pro-
posed causal methods. They state that (i) there are relatively few open-sourced
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software packages related to Causal ML, (ii) some Causal ML publications do
not thoroughly compare their approach to non-causal techniques, and (iii) it
is generally difficult to obtain ground-truth evaluation data due to the lack
of public benchmarks for causal model training. To analyze and explain these
shortcomings of current Causal AI research, we decided to investigate the use of
real-world datasets and existing packages and benchmarks within recent Causal
AI literature. We directly build upon the curated list of [1]. It contains the used
real-world datasets of each Causal AI method discussed in the survey and some
packages related to different aspects of Trustworthy AI (interpretability, fairness,
robustness, privacy, and safety) and the healthcare domain.

1.1 Contributions

1. We analyze the use of existing real-world datasets in Causal AI publications
discussed in [1]. We report on the most popular dataset types, how influential
the datasets are, and the machine learning tasks for which current causality-
based techniques are used. Additionally, we provide potential explanations
for the observed use of real-world datasets.

2. For each aspect of trustworthy AI (and for the healthcare domain), we high-
light the most common causality tasks (e.g., causal discovery or causal effect
estimation) within the publications of [1]. To promote using existing tools for
causal reasoning, we provide a short overview of the most prominent tools
and packages for relevant tasks. Whenever possible, we will refer to suitable
datasets that provide causal encodings, such as predefined counterfactuals,
causal graphs, or the ability to simulate well-defined interventions in the
data domain.

3. We review relevant benchmarks of each facet of trustworthy AI and investi-
gate whether they are currently used to evaluate existing causal approaches.
Similar to the causality-related tools, we will also provide potential reasons
why some benchmarks are not fully utilized yet.
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